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Abstract: We address the control synthesis of hybrid systems with discrete inputs and outputs. The
control objective is to ensure that the events of the closed-loop system belong to the language of the
control requirements. The controller is sampling-based and it is representable by a finite-state machine.
We formalize the control problem and provide a theoretically sound solution. The solution is based on
solving a discrete-event control problem for a finite-state abstraction of the plant.
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1. INTRODUCTION
Motivated by applications in the area of high-tech systems,
in particular control of printers, Petreczky et al. (2008b), we
are interested in the following control problem. The plant is
a hybrid system which is subject to discrete disturbances and
control inputs and which generates discrete outputs and internal
events. The disturbances are imposed by the environment and
the control inputs can be used to influence the system behavior.
The desiredcontroller can read the outputs and it generates
control inputs. Furthermore, the controller should be realizable
by a finite-state machine, and it is activated at equidistant
sampling times. The control objective is to ensure that the
sequences of internal events generated by the plant satisfy the
control requirements.
Contribution We present a mathematical formulation of the
control problem above. We also propose the following solution.
Step 1 Compute an abstraction (over-approximation) of the
symbolic (event) behavior of the plant, such that the abstrac-
tion has a finite-state representation.

Step 2 Solve the related discrete-event control problem for
the finite-state abstraction. The solution is a discrete-event
controller representable by a Moore-automaton. Interpret the
solution as a controller for the original plant.

We prove that the procedure above is theoretically sound. The
discrete-event control problem of Step 2 can be solved using
game theory, see Grädel et al. (2002) or, under additional
assumptions, using classical supervisory control, see Petreczky
et al. (2008a). We also present a procedure for constructing a
finite-state abstraction. The procedure can be made effective,
but it may be computationaly expensive.
Related work To the best of our knowledge, the contribution
of the paper is new. Control of hybrid systems using finite-
state approximation is a classical topic, Gonzalez et al. (2001);
Cury et al. (1998); F̈orstnera et al. (2002); Moor et al. (2002);
Koutsoukos et al. (2000). The main difference with respect
to Gonzalez et al. (2001); Cury et al. (1998); Koutsoukos
et al. (2000) is the presence of partial observations, that the
generation of events is not synchronous with inputs, and that
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the hybrid plant contains reset maps. With respect to Förstnera
et al. (2002); Moor et al. (2002) the main differences are that
we consider hybrid systems as opposed to continuous ones,
and we address partial observations. In addition, we do not
propose a general purpose finite-state abstraction, rather the
proposed abstraction is intended as a vehicle for solving the
specific control problem. The results of Raisch and O’Young
(1995); Moor and Raisch (1999); Raisch (2000) address a
problem which is quite different from the one considered in
this paper. The approach of the paper resembles Alur et al.
(2000); Tabuada and Pappas (2005); Fainekos et al. (2007);
Belta et al. (2005). However, the abstraction notion of this paper
and the problem formulation are different. The control problem
of this paper is different from Philips et al. (2003). In addition,
the computation of the finite-state abstraction proposed in this
paper is quite different from that of the papers cited above.
Outline of the paper In §3 we state the control problem
we want to solve. The reduction of the hybrid problem to a
discrete-event one is discussed in§4. In §5 the class of hybrid
systems of interest is defined and the computation of a finite-
state abstraction of the hybrid plant is discussed. In§6, as an
illustration, we present an example.

2. PRELIMINARIES
General notation We use the standard notation and terminol-
ogy from automata theory Eilenberg (1974). LetN be the set of
positive integers including zero. LetΣ be a finite set, referred
to as thealphabet. Σ∗ denotes the set of finitestrings (words)
of elements ofΣ. The empty word, denoted byε. An infinite
word overΣ is an infinite sequencew = a1a2 · · · ak · · · with
ai ∈ Σ, i ∈ N. The set of infinite words is denoted byΣω. The
length of a (in)finite word is denoted by|w|; if w is an infinite
word, then|w| = +∞. For any (in)finite wordw, and for any
i ∈ N (in casew is finite word, for any0 ≤ i ≤ |w|), w1:i

denotes the finite word formed by the firsti letters ofw, i.e.
w1:i = a1a2 · · · ai. If i = 0, thenw1:i is the empty wordε. The
set of non-negative reals isR+.
Moore-automata A Moore-automaton(Eilenberg (1974)) is a
tuple A = (Q, I, Y, δ, λ, q0) whereQ is the finitestate-space
of A, I is theinput alphabetof A, Y is theoutput alphabetof



A, δ : Q× I → Q is thestate-transition mapof A, λ : Q → Y
is thereadout mapof A, andq0 ∈ Q is the initial state of A.
The Moore-automatonA is arealizationof a mapφ : I∗ → Y ,
if for all w = u1u2 · · ·uk ∈ I∗, k ≥ 0 andu1, u2, . . . , uk ∈ I,
φ(w) = λ(qk) whereqi = δ(qi−1, ui) for all i = 1, 2, . . . , k.
Monoid,automataRecall from Berstel (1979); Eilenberg (1974)
that amonoidM is a semi-group with a unit element. Examples
of monoids are the set of all wordsΣ∗ and the cartesian product
X∗×Y ∗, whereX andY are finite. Recall from Berstel (1979);
Eilenberg (1974) that afinite-state automaton on a monoidM ,
abbreviated as DFA, is a tupleT = (Q, M, E, F, q0) whereQ is
a finite set of states,M is the monoid of inputs,E ⊆ Q×M×Q
is a state-transition relation, whereE is a finite set,F ⊆ Q is
the finite set of accepting states,q0 ∈ Q is the initial state.
An elementm ∈ M is acceptedby T if there exists elements
mi ∈ Mi and statesqi ∈ Q, i = 1, 2, . . . , k, k ≥ 0 such
that (qi,mi, qi+1) ∈ E for i = 0, 1, . . . , k − 1, qk ∈ F
and m = m1m2 · · ·mk. The setL ⊆ M is recognized by
T , denoted byL(T ), if L consists of precisely those elements
m ∈ M which are accepted byT .
Sequential input-output maps will be used to model the
discrete-event abstractions of hybrid systems. The concepts
below are discussed in more detail in Petreczky et al. (2008a).
Definition 1. A multi-valued mapR : Σ∗ → 2X∗×Y ∗

is called
a asequential input-output maps, if
(1) R(ε) = (ε, ε), and for alls ∈ Σ∗, R(s) is a finite and non-
empty set. Furthermore,R is length-preservingin its X-valued
component, i.e. if(o, ô) ∈ R(s), with o ∈ X∗ andô ∈ Y ∗, then
the length ofs ando are the same, i.e.|s| = |o|,
(2) R is prefix preserving, i.e. for each words ∈ Σ∗ and letter
a ∈ Σ, if (x, y) ∈ R(sa), then there existx ∈ X andy ∈ Y ∗,
x̂ ∈ X∗, ŷ ∈ Y ∗ such thatx = x̂x, y = ŷy and(x̂, ŷ) ∈ R(s),
(3) R is non-blocking, i.e. for eachs ∈ Σ∗, a ∈ Σ, (x, y) ∈
R(s), (xx, yy) ∈ R(sa) for somex ∈ X, y ∈ Y ∗.
Definition 2. A DFA T = (Q,M,E, F, q0) defined over the
monoid M = Σ∗ × X∗ × Y ∗ is called aquasi-sequential
transducer, if (1) F = Q, i.e. all states are accepting,(2) the
state-transition relationE is a partial mapE : Q × Σ × X ×
Y ∗ → Q, (2) for each stateq ∈ Q and lettera ∈ Σ there exist
a letterx ∈ X andy ∈ Y ∗ such thatE(q, u, x, y) is defined.

Definition 3. The sequential input-output mapR : Σ∗ →
2X∗×Y ∗

is quasi-recognizable, if there exists a quasi-sequential
transducer which recognizes the graph ofR, i.e. which recog-
nizes the set{(u, x, y) ∈ Σ∗ ×X∗ × Y ∗ | (x, y) ∈ R(u)}.
Note that the subset ofΣ∗ × X∗ × Y ∗ recognized by a quasi-
sequential transducer is always a sequential input-output map.

3. CONTROL PROBLEM

The plant of interest is a hybrid system which reacts to discrete-
valued control inputs and disturbances, and generates discrete-
valued outputs and internal events. We view the inputs and
outputs as discrete events. Thus, the control inputs are events
generated by a potential controller, the disturbances are events
generated by the environment. The outputs and internal events
are events generated by the plant. The only difference between
outputs and internal events is that outputs are visible (i.e.
detectable by sensors), while internal events are not.

Notation 1.(Plant and events).We denote the plant byH. We
denote byEc the set ofcontrol inputs, Ed the set ofdistur-
bances, Eo the set ofoutputs, Ei the set ofinternal events. We
assume thatEc, Ed, Eo, Ei are finite sets.

control inputPEc

disturbancesPEd

internal eventsPEi

outputsPEo

U∗

O∗

Hybrid
plant H

Sequential
controllerφ

D/A
D/A

Fig. 1. Control architecture

In order to define the input-output behavior of the plant for-
mally, we need the following notion.
Definition 4. Let E be a finite set and let⊥ /∈ E. Consider a
(in)finite timed sequence of elements ofE.

s = (e1, t1)(e2, t2) · · · (ek, tk) · · · (1)
where0 < t1 < t1 < t2 < · · · , ei+1 ∈ E, ti+1 ∈ R+ for
i ∈ N, i < |s|. Here|s| is the length ofs, and|s| = +∞ if
s is an infinite sequence. If|s| = +∞, then we assume that
supi∈N ti+1 = +∞. We can identifys with a map

g : R+ 3 t 7→
{

ei+1 ∈ E if t = ti+1 for somei ∈ N
⊥ otherwise (2)

The mapg above, is called atime-event map. The set of all such
maps is denoted byPE . Denotethe sequence of elements ofE
induced byg by UT(g) = e1e2 · · · ek · · · ∈ E∗ ∪ Eω.

I.e., the timed-event functiong takes values in the event set
E at isolated time instances, and the value⊥ encodes the
absence of events at a certain time instance. By applying the
above definition toE ∈ {Ec, Ed, Eo, Ei}, we obtain the sets
PEc , PEd

, PEo , PEi describing the time signals with values in
inputs, disturbances, outputs and internal events respectively.
Definition 5.(Input-output map of the plant).The input-output
map ofH is a causalmapυH : PEc

× PEd
→ PEo

× PEi
.

By causality ofυH we mean that the response ofυH depends
only on the past inputs and disturbances, i.e. for any two inputs
ui ∈ PEc

, disturbancedi ∈ PEd
, and responses(oi, ôi) =

υH(ui, di), i = 1, 2, if d1|[0,t] = d2|[0,t], u1|[0,t] = u2|[0,t] then
o1(t) = o2(t) andô1(t) = ô2(t), for all t ∈ R+.
Definition 6. A hybrid controlleris a mapC : PEo

→ PEc
.

Next, we define when the feedback interconnection of the plant
H and controllerC is mathematically well-posed.
Definition 7. The interconnection ofH and C is well-posed
if for any disturbanced ∈ PEd

there exists a unique input
u ∈ PEc

, and responseso ∈ PEo
, ô ∈ PEi

such that
(o, ô) = υH(u, d) andu = C(o) (3)

Next, we define the relevant aspects of the closed-loop behavior
of the system. First, in order to avoid technical difficulties, we
restrict attention to disturbances where at most a fixed number
of disturbance events occurs within a sampling interval.
Definition 8. Denote by∆ > 0 the sampling rate. Letµ ∈ N.
The set of functionsg ∈ PEd

such that on any interval(i∆, (i+
1)∆], i ∈ N the number of events ofg is not greater thanµ is
denoted byP∆

E,µ. That is,g ∈ P∆
E,µ, if and only if for each

i ∈ N, card{e = g(s) ∈ E | s ∈ ((i− 1)∆, i∆)} < µ.
Definition 9. If the interconnection ofH andC is well-posed,
then letthe closed-loop languageL(H/C) be the set of words
UT(ô) ∈ E∗

i ∪ Eω
i for all internal event responsesô ∈ PEi

for
which there exist an inputu ∈ PEc a disturbanced ∈ P∆

Ed,µ,
and outputo ∈ PEo such that (3) holds.

I.e.,L(H/C) is the set of sequences of internal events generated
by the interconnection of the plantH with the controllerC. We
study controllers which have a finite-state representation and
are activated at fixed sampling rate∆ > 0. The controller can
only detect the set of outputs which occurred in a sampling
interval. The formal definition is as follows.



Definition 10. Let U = Ec ∪ {⊥} be thesampled input set, let
O = 2Eo be thesampled output set. A sequential controlleris
a mapφ : O∗ → U which has a Moore-automaton realization.

Definition 11.(Sampling-based controller).For a sequential con-
troller φ let thehybrid controllerCφ : PEo

→ PEc
associated

with φ be such that for allo ∈ PEo
, and for allt ∈ R+,

Cφ(o)(t) =
{

φ(S1S2 · · ·Sk) if t = k∆ for , k ∈ N
⊥ otherwise

whereSi+1 = o(((i∆, (i + 1)∆]) ∩ Eo for all i ∈ N.

Notice that the interconnection ofCφ andH is well-posed. The
control problem of interest can be stated as follows.
Problem 1.(Sampled-data control).For a specification language
K ⊆ E∗

i ∪ Eω
i and a sampling rate∆ > 0, find a sequential

controllerφ such that for the associated hybrid controllerCφ,
the closed-loop language satisfiesL(H/Cφ) ⊆ K.

Note that the results of the paper can easily be extended so that
the specification language includes events fromEc ∪Ed ∪Eo.

4. SOLUTION OF THE HYBRID CONTROL PROBLEM

In this section we present the solution of Problem 1. The main
idea is to reduce Problem 1 to a discrete-event control problem.
To this end, we model the symbolic sampled-data behavior
of the plant as a discrete-event systemRH , which reacts to
sampled inputs and disturbances and generates sampled outputs
and internal events. The input set ofRH is U , the output set is
O, the set of internal events isEi, where theU andO are as in
Definition 10.In order to defineRH , we need the following.

Definition 12. The setsampled disturbances ofRH is defined
as D =

⋃µ
k=0 Ek

d , i.e. D is the set of all words overEd of
length at mostµ, whereµ is as in Definition 8.
Notation 2. Let g ∈ PE be of the form (2). For allt ∈ R+,
let UT(g, t) ∈ E∗, be the sequence of events ofg up to t, i.e.
UT(g, t) = e1e2 · · · el if l ∈ N is such that eitherl < |s| and
t ∈ (

∑l
r=1 tr,

∑l+1
r=1 tr] or |s| = l andt ∈ (

∑l
r=1 tr,+∞).

Definition 13. The sequential input-output mapRH of H is
the mapRH : (U × D)∗ → 2O∗×E∗o defined as follows.
RH(ε) = {(ε, ε)} and for each sequence of sampled inputs
u1, u2, . . . , uk ∈ U and disturbancesd1, d2, · · · dk ∈ D, k ≥ 0,

(o1o2 · · · ok, ô) ∈ RH((u1, d1)(u2, d2) · · · (uk, dk))
for someo1, o2, . . . , ok ∈ O, and ô ∈ E∗

i , if there exist
g ∈ PEd

, o ∈ PEo
, ô ∈ PEi

such that(o, ô) = υH(u, g),

∀t ∈ R+ : u(t) =
{

ui if t = (i− 1)∆ for i = 1, 2, . . . , k
⊥ otherwise

ô = UT(ô, k∆), andoi = o(((i − 1)∆, i∆]) di = UT(gi,∆),
wheregi(t) = g(t+(i−1)∆),∀t ∈ R+, for all i = 1, 2, . . . , k.

The mapRH is a sequential input-output map of Definition 14.
Intuitively, RH is the result of composingH with the interfaces
converting outputs fromPEo

, internal event signals fromPEi
,

disturbances fromP∆
Ed,µ to sequences inO∗, E∗

i andD∗, and
with the interface which convert sequencesU∗ to mapsPEc

.
In order to solve Problem 1, we can viewRH as a discrete-
event plant, and solve a discrete-event control problem forRH

as a plant andK as a requirement. The discrete-event control
problem is as follows. The controllers of interest are sequential
controllers. The plants of interest are defined as follows.

Definition 14. A discrete-event plantis a sequential input-
output mapR : (U ×D)∗ → 2O∗×E∗i .

Definition 15. The closed-loop languageL(R/φ)) ⊆ E∗
i ∪

Eω
i of the interconnection ofR with the sequential controller

φ : O∗ → U is the set of all wordŝo ∈ E∗
i ∪ Eω

i for which
there exist lettersdi ∈ D, oi ∈ O, ui ∈ O, i ∈ N and indices
k0 ≤ k1 ≤ · · · ki ≤ such thatsupi∈N ki = |ô|, and∀i ∈ N,

(o1o2 · · · oi, ô1:ki
) ∈ R((u1, d1)(u2, d2) · · · (ui, di))

ui = φ(o1o2 · · · oi−1)
Problem 2.(Discrete control problem).For the plantR, and
for thecontrol requirementsK ⊆ E∗

i ∪ Eω
i , find a sequential

controllerφ such thatL(R/φ) ⊆ K holds.
For more details on the discrete-event control problem above,
see Petreczky et al. (2008a). A necessary condition for effective
solution of Problem 2R is that is quasi-recognizable, i.e. it is
recognized by a quasi-sequential transducer.
Theorem 1.(Hybrid vs. discrete control).If φ is a sequential
controller, thenL(H/Cφ) ⊆ L(RH/φ). Hence, if φ solves
Problem 2 forR = RH , andK ⊆ E∗

i ∪Eω
i , then the associated

hybrid controllerCφ solves Problem 1 forH andK.

In fact, it can be shown that the set of prefixes ofL(RH/φ) and
of L(H/Cφ) coincide. Hence, ifK is a limit of a prefix closed
set of finite strings, i.e.K is a safety requirements, thenCφ

solves Problem 1 if andonly if φ solves Problem 2 forR = RH .

Notice thatRH needs not admit a finite-state representation
suitable for solving Problem 2. The remedy is to solve Problem
2 not forRH but for an quasi-recognizable abstraction ofRH .
The construction of the latter is discussed in§5.
Definition 16.(Abstraction).The sequential input-output map
R is an abstraction of the mapRH if for all s ∈ (U ×D)∗, the
inclusionRH(s) ⊆ R(s) holds.
Theorem 2.Assume thatR is an abstraction orRH . Then for
any sequential controllerφ, L(RH/φ) ⊆ L(R/φ). Hence, ifφ
solves Problem 2 forR, thenφ solves Problem 2 forRH .

We get the following procedure for solving Problem 1.

1. Use§5 to compute a finite-state abstractionR of RH

2. Compute a solution to Problem 2 forR and the original
control requirementsK.

3. Compute the hybrid controllerCφ associated withφ.

5. FINITE-STATE ABSTRACTION OFRH

In §5.1 we define the class of hybrid systems of interest. In§5.2
we present the definition the finite-state abstraction ofRH .

5.1 Hybrid systems
Definition 17. A discrete i/o hybrid systemH is a tuple

(SH , δ, λi, λo, {fq, Ru,q,Φq,e}q∈Q,u∈Ec,e∈Ei∪Eo , h0) (4)

• Events Ed is the set ofdisturbances, Ec is the set of
control inputs, Eo is the set ofoutputs, Ei is the set of
internal events, andEc, Ed, Ei, Eo are finite sets.

• State-spaceSH = Q × X is the state-space ofH. Here
Q = Qc×Qd is thediscrete state-spaceof H, Qc, Qd are
finite sets. The setX ⊆ Rn is thecontinuous state space,
X is a closed set with non-empty interiorint X 6= ∅.

• Discrete-state transition is determined by the transition
functionsδc : Q× Ec → Qc, δd : Q× (Ed ∪ Ei) → Qd.

• Continuous dynamicsis determined by continuous, glob-
ally Lipschitz vector fields,fqc : Rn → Rn, q ∈ Qc, and
reset mapsRu,q : X → X , q ∈ Q andu ∈ Ec.

• Event generation is determined by guardsΦq,e ⊆ X ,
q ∈ Q, e ∈ Eo ∪ Ei, and by discrete partial readout maps
λo : Q× Ed → Eo, λi : Q× Ed → Ei.



• h0 = (qc
0, q

d
0 , x0) ∈ SH is the initial state of the system.

The systemH is a hybrid system van der Schaft and Schu-
macher (2000) subject to the following restrictions. The set of
discrete event isE = Ec∪Ed∪Eo∪Ei. An evente ∈ Eo∪Ei

is generated byH either if the continuous state crosses a guard
set, or when an event fromEd arrives. Events fromEc ∪ Ed

are generated by the controller/environment. The continuous
dynamics in the discrete state(qc, qd) depends only onqc. The
state-transition rule for a discrete stateq = (qc, qd) ∈ Q is as
follows. If an eventu from Ec arrives, the new discrete state
becomes(δc(q, u), qd). If d ∈ Ed arrives, then the discrete
state changes to(qc, δd(q, d)). If an evente ∈ Ei occurs, then
the discrete state changes to(qc, δd(q, e)). For an event from
Eo the discrete state does not change. The reset maps for an
eventu ∈ Ec are specified byRu,q. For all the events from
Ed∪Eo∪Ei the corresponding reset map is the identity. For the
formal definition of the state evolution, we need the following.
Definition 18.(Flow of fqc ). For any timet ∈ R+ and for any
qc ∈ Qc define theflow f t

qc : X → X of fqc as follows. For
anyz0 ∈ X , consider the initial value problem

ż = fqc(z) andz(0) = z0 (5)
Since fqc is continuous globally Lipschitz, the solution is
defined on on the whole time axisR+ and there existsβ =
β(qc, z0) ∈ [0,+∞] such that for allt ∈ [0, β), z(t) ∈ int X
and if β < +∞, thenz(β) ∈ ∂X, i.e. z(β) belongs to the

boundary ofX . Thenf t
qc(z0) =

{
z(t) if t < β
z(β) if β ≤ t < +∞ .

Notice that for anyz0 ∈ ∂X, f t
qc(z0) = z0, i.e. the continuous

state evolution stops on the boundary ofX . The following
assumptions will be used in the rest of the paper.

A.1. Disjoint guards: For anyΣ ∈ {Eo, Ei} and q ∈ Q,
∀e1 6= e2 ∈ Σ : Φq,e1 ∩ Φq,e2 = ∅. in

A.2. For eachq = (qc, qd) ∈ Q = Qc×Qd, e ∈ Eo ∪Ei there
exist smooth mapshq,e : Rn → R, such that

Φq,e ⊆ {x ∈ int X | hq,e(x) = 0}, and
if Φq,e 6= ∅, then∀x ∈ Rn : grad(hq,e)(x)fqc(x) > 0.

A.3. For anyq ∈ Q, d ∈ Ed, λi(q, d) is defined. Moreover, if
e = λi(q, d), then for anŷq ∈ Q, Φq̂,e = ∅.

Assumption A.1 ensures that at most one output and at most one
internal event is generated at any time instance. Assumption
A.2 ensures that only a finite number of outputs or internal
events are generated on any finite time interval. Assumption
A.3 allows to recognize whether an internal event is generated
by a discrete readout map or by crossing a guard. Next, we
define the state evolution and input-output behavior ofH.
Definition 19. For any initial stateh = (q, x), input u ∈ PEc

and disturbanced ∈ PEd
the state-trajectory is a map

ξH(h, u, d) : R+ 3 t 7→ (q(t), x(t)) ∈ SH

where the state componentsq(t) = (qc(t), qd(t)) ∈ Q x(t) ∈
X satisfy the following. Ift > 0, then letq(t−) = lims↑t q(s),
i.e.q(t−) is the left hand-side limit ofq(s) at timet. Let qc(t−)
andqd(t−) be theQc- andQd-valued components ofq(t−), i.e.
q(t−) = (qc(t−), qd(t−). If t > 0, thenx(t−) = lims↑t x(s),
i.e. x(t−) is the left-hand side limit att of the maps 7→ x(s).
Then,(q(0), x(0)) = h = (q, x) and∀t ∈ R+, t > 0,

• if u(t) = u ∈ Ec, thenqc(t) = δ(q(t−), u) andx(t) =
Ru,q(t−)(x(t−)). If u(s) = ⊥ on the interval(t − r, t]
for somer > 0, then qc(t) = qc(t − r) = qc and

x(t) = fr
qc(x(t−r)), wherefr

qc is the flow for timer ≥ 0
as in Definition 18

• let r > 0 be such that for alls ∈ (t − r, t), d(s) = ⊥,
u(s) = ⊥ andx(s−) /∈

⋃
e∈Ei

Φq(s−),e, i.e. no distur-
bance, input or internal event takes place on the interval
(t − r, t). Thenqd(s) = qd(t − r) for all s ∈ (t − r, t).
If d(t) = e ∈ Ed, i.e. a disturbance event occurs at time
t, thenqd(t) = δd(q(t−), e). If d(t) = ⊥, andx(t−) ∈
Φq(t−),e for somee ∈ Ei, then qd(t) = δd(q(t−), e).
If both d(t) = ⊥ and x(t−) /∈

⋃
e∈Ei

Φq(t−),e, then
qd(t) = qd(t−).

Definition 20. Define theinput-output mapof the hybrid sys-
temH induced by stateh ∈ SH asυH,h : PEc

×PEe
→ PEo

×
PEi

such that for any inputu ∈ PEc
and disturbanced ∈ PEd

,
υH,h(u, d) = (o, ô) if the following holds. For eacht ∈ R+

consider the current stateξH(h, u, d)(t) = (q(t), x(t)). Recall
from Definition 19 the definition ofq(t−) andx(t−). Then

o(t) =


e ∈ Eo if x(t−) ∈ Φq(t−),e andd(t) = ⊥,

andt > 0
λo(q(t−), d(t)) if d(t) ∈ Ed, t > 0 and

λo(q(t−), d(t)) is defined
⊥ otherwise

ô(t) =


e ∈ Ei if x(t−) ∈ Φq(t−),e and

d(t) = ⊥ andt > 0
λi(q(t−), d(t)) if d(t) ∈ Ed, t > 0 and

λi(q(t−), d(t)) is defined
⊥ otherwise

We denote byυH the input-output mapυH,h0 of H induced by
the initial stateh0 of H.
Informally, if there are no disturbances, then an output or
internal event is generated if the continuous state crosses a
guard. If a disturbance arrives, then an output (resp. internal
event) is generated according to the readout mapλo (resp.λi).
5.2 Construction of a finite-state abstraction ofRH

Below we present the definition of the quasi-sequential trans-
ducer, which recognizes an abstraction ofRH . Below H de-
notes a hybrid system of Definition 17 satisfying Assumption
A.1– A.3. In addition, we need the following.
Definition 21. LetR(H) =

⋃∞
i=0 Q×Hi, such that

H0 = {x0} andHi+1 = Hi ∪ {f∆
qc(x), f∆

qc(Ru,s(x)) | x ∈ Hi,

qc ∈ Qc, s ∈ Q, u ∈ Ec},∀i ∈ N
wherex0 is the continuous component of the initial state ofH.
Assumption 1.In the sequel we assume thatR(H) is finite.

R(H) will be the state-space of the to be constructed ab-
straction. Later on we formulate conditions for finiteness of
R(H). The main idea behind the construction of the sampled-
time abstraction is that it is enough to look at states which are
reached at sampling times, i.e. at a subset of elements ofR(H).
Moreover, the events generated in a sampling interval can be
estimated by using the sampled state.
Definition 22. For anyq = (qc, qd) ∈ Q ande ∈ Ei ∪ Eo,
theguard abstraction predicatePq,e ⊆ X is eitherPq,e = ∅, if
e = λ(q, d) for somed ∈ Ed, or

Pq,e = {x ∈ X | hq,e(x) ≤ 0 andhq,e(f∆
qc(x)) ≥ 0} (6)

Informally, Pq,e contains those continuous states, started from
which the guard corresponding toe is crossed within∆ time.
Definition 23. Let P = {Pq,e}q∈Q,e∈Ei∪Eo the collection of
sets from Definition 22. Define thefinite-state abstractionH∆

as a quasi-sequential transducer



H∆ = (R(H), (U ×D)∗ ×O∗ × E∗
i , E,R(H), h0) where

Initial state h0 = (qc
0, q

d
0 , x0) of H∆ coincides with that ofH.

State transition mapE : R(H)×(U×D)×O×E∗
i → R(H)

is defined as follows. For eachu ∈ U , d ∈ D, o ∈ O andô ∈
E∗

i , E(h1, u, d, o, ô) is defined andE(h1, u, d, o, ô) = h2 if and
only if hi = (qi, xi) ∈ R(H) whereqi = (qc

i , q
d
i ) ∈ Qc ×Qd

andxi ∈ X , i = 1, 2, and the following holds.
(1) The state componentsqc

2 andx2 are computed as follows.
qc
2 = δc(q1, u) andx2 = f∆

qc
2
(Ru,q1(x1)) (7)

Here, foru = ⊥, δc(q1, u), Ru,q1(x1) are the identity maps, i.e.
δc(q1,⊥) = qc

1 andR⊥,q1(x1) = x1

(2) Assume thatd = e1e2 · · · ek, 0 ≤ k ≤ µ, e1, e2, . . . , ek ∈
Ed. Then the sequencêo is of the formô = z1z2 · · · zl, where
k ≤ l ≤ |Qd||Ei| + k andz1, z2, . . . , zl ∈ Ei ∪ {ε} and the
following holds. There exists indicesi1 < i2 < · · · < ik ∈
{1, 2, . . . , l} and discrete statessi ∈ Q, i = 0, 1, . . . , l such
thats0 = (qc

2, q
d
1), sl = q2 and for alli = 1, 2, . . . , l

si =

{ (qc
2, δd(si−1, zi)) if Ru,q1(x1) ∈ Psi−1,zi

andi /∈ I
(qc

2, δd(si−1, er)) if i = ir andzi = λi(si−1, er)
for somer = 1, 2, . . . , k,

(8)
whereI = {i1, i2, . . . , ik}.
(3) The outputo ⊆ 2Eo is the set of eventse ∈ Eo such that

Ru,q1(x1) ∈ Psi,e for somei ∈ {1, 2, . . . , l} \ I, or
λo(sir−1, er) = e for somer = 1, 2, . . . , k

(9)

Intuition The states ofH∆ are those states ofH which can be
reached fromh0 at sampling times. By assumption, this set is
finite. A state transition ofH∆ associated with a discrete input
u, disturbanced ∈ D, outputo ∈ O and sequence of internal
eventsô ∈ E∗

i is obtained as follows. If the current state of
H∆ is h1 then the new stateh2,is the state ofH reachable from
h1 in time ∆, under the following conditions;(1) H receives
input eventu at time0, and no input after that,(2) H receives a
disturbanceg, such that the sequence of events ofg on (0,∆] is
d, (3) ô is the sequence of internal events generated byH while
moving from h1 to h2, (4) o is the set of outputs generated
by H while moving from stateh1 to h2. Condition (1) and
the fact that theQc- andRn-valued state components depend
only on the time and input events yield (7). The computation of
theQd-valued states along with checking Condition(2) – (3) is
formalized in (8). Finally, Condition(4) is formalized in (9).
Theorem 3.The tupleH∆ is a quasi-sequential transducer, and
the sequential input-output mapR(H∆) recognized byH∆ is
an abstraction ofRH .

Finiteness ofR(H) based on Lyapunov-like functions
Theorem 4.Consider a finite setX0 ⊆ int X and a smooth map
V : X → R such that for allx ∈ X , q = (qc, qd) ∈ Q,
(1) V (x) ≥ 0 andV −1(0) ⊆ ∂X .
(2) There existsc > 0 such thatgrad(V )(x)fqc(x) < −c,
(3) For allu ∈ Ec, if x ∈ int X , thenV (Ru,q(x)) ≤ V (x), and
if x ∈ ∂X , thenV (x) ∈ X0.
It then follows thatR(H) is finite.
Computation Notice that if the reset maps, flows of the vector
fields (as in Definition 18), and the functionshq,e defining
guards are (numerically) computable then so isH∆. However,
the computational complexity can get large as∆ decreases.
Note that in this paper by (numerical) computability we mean
existence of a numerical method, not computability in a mathe-
matically rigorous sense.The latter is left as future work.
Assumption 2.The reset maps ofH are affine inint X , the vec-
tor fields of are of L’ure-type, the state-space is a polyhedron,

and the maps defining the guards are affine, i.e.

X = {x ∈ Rn | nT
i x− bi ≤ 0, i = 1, 2, . . . ,K}

Ru,q(x) = Mu,qx + bu,q, ∀x ∈ int X
hq,e(x) = gT

q,ex + dq,e, ∀x ∈ Rn

fqc(x) = Aqcx +
m∑

j=1

Bqc,jφqc,j(rT
qc,jx), ∀x ∈ Rn

µ1σ + γ1 ≤ φqc,j(σ) ≤ µ2σ + γ2, ∀σ ∈ R
for matricesMu,q, Aqc ∈ Rn×n, vectorsbu,q, rqc,j , Bqc,j , gq,e,
ni ∈ Rn, and scalarsdq,e, bi, µ1, µ2, γ1, γ2 ∈ R, q =
(qc, qd) ∈ Q, e ∈ Ei ∪ Eo, u ∈ Ec, i = 1, 2, . . . ,K,
j = 1, 2, . . . ,m. The mapsφqc,j : R → R, j = 1, 2, . . . ,m
are piecewise-affine, continuous, globally Lipschitz.
If H satisfies Assumption 2, then the reset maps are and the
mapshq,e are computable. The solution of (5) can be computed
using numerical integration methods. Hence, if we can detect
reaching the boundary ofX , then the flow is computable. In
fact, the definition ofH∆ can be modified so that it is enough to
detect if the solution of (5) has crossed the boundary the interval
(0,∆] (i.e. the precise point where the boundary was crossed is
not needed). The latter is easy if the sign of eachnT

i fqc(x),
i = 1, 2, . . . ,K is independent ofx. Due to the lack of space,
we omit the details. The finiteness ofR(H) can be checked
effectively using Theorem 4 and the following.
Proposition 1.Assume thatH satisfies Assumption 2. If for
somej ∈ {1, . . . ,K}, c > 0, for all x ∈ X , q = (qc, qd) ∈ Q,
(1) nT

j (Aqcx +
∑m

l=1 µi(Bqc,lr
T
qc,lx + γiBqc,l)) > c, i = 1, 2.

(2) If x ∈ int X , thennT
j (Mu,qx− x + bu,q) ≥ 0, ∀u ∈ Ec,

thenV (x) = (bj − nT
j x) satisfies Theorem 4.

Notice the resemblance of Proposition 1 to Habets et al. (2006).
Note that quadratic Lyapunov-like functions satisfying Theo-
rem 4 can also be obtained as solutions of suitable LMIs.

6. ILLUSTRATING EXAMPLE
Below we illustrate the theory by an example related to a
control problem for printers from Petreczky et al. (2008b).
Formal model of the plant We will use the following pa-

rameters, meaning of which is described in Petreczky et al.
(2008b):Fp, Cp, Vmax, Vmin, Tfo, Tpl,max, Tpl,min, A, D. For-
mally, the plant modelH is of the form (4). The compo-
nents ofH are explained below. The event sets areEc =
{cFU , cFD, cA, cD}, Eo = {eo,PL}, Ed = {ed,PL}, Ei =
{eNPIF , ei,PL, emin,PL, emax,PL, eFUc}. The discrete state-
spaceQ = Qc × Qd is defined as follows.Qd is the set
of maps φ : Vard → {True, False}, where Vard =
{SPL,Sr,SFUc}. Qc is the set of all mapsφ : Var →
{True, False} whereVar = {SFU ,SFD,SA,SD}. I.e. the
elements ofQd andQc are valuations of predicates fromVard
andVarc respectively. In the sequel, we will writeφ(X) in-
stead ofφ(X) = True, and¬φ(X), instead ofφ(X) = False
for all φ ∈ Qd, X ∈ Vard, or φ ∈ Qc andX ∈ Varc. The
continuous state-space isX = {x = (P,V,Cfu,T) ∈ R4 |
P ≤ Cp} whereP,V,Cfu,T ∈ R are state variables. The
vector fieldsfqc , qc ∈ Qc and the reset mapsRu,q, q ∈ Q,
u ∈ Ec are as follows. For anyx = (P,V,Cfu,T) ∈ X ,

fqc (x) =
[
max{Vmin,V} f2,qc (x) 1 1

]T

f2,qc (x) =

{
Aφmin(x)φmax(x) if qc(SA)
−Dφmin(x)φmax(x) if qc(SD) andqc(SFD)

φmin(x) =


1 if V ∈ (Vmin + ε, +∞)
(V −Vmin)

ε
if V ∈ (Vmin,Vmin + ε]

0 if V ∈ (−∞,Vmin]



φmax(x) =


1 if V ∈ (−∞,Vmax − ε)
(Vmax −V)

ε
if V ∈ [Vmax − ε,Vmax)

0 if V ∈ [Vmax, +∞)

Ru,q(x) =

{
(P,V, 0,T) if u = cFD andP < Cp
(P,V,Cfu,T) if u 6= cFD andP < Cp
(Cp,Vmax,Tfo,Tpl,max) if P = Cp

The state-transition mapsδc and δd are such that for each
q1 = (qc

1, q
d
1) ∈ Q, u ∈ Ec, e ∈ Ei ∪ Ed, δc(q1, u) = qc

2

andδd(q1, e) = qd
2 if and only if the following holds.

(qc
2(SFD), qc

2(SFU )) =

{
(True, False) if u = cFD

(False, True) if u = cFU

(qc
1(SFD), qc

1(SFU )) otherwise

(qc
2(SA), qc

2(SD) =

{
(False, True) if u = cD

(True, False) if u = cA

(qc
1(SA), qc

1(SD)) otherwise

qd
2(SPL) =

{
True if e = ed,PL andqd

1(Sr)

qd
1(SPL) otherwise

qd
2(Sr) =

{
True if e = emin,PL and¬qd

1(Sr)

False if e = emax,PL andqd
1(Sr)

qd
1(Sr) otherwise

qd
2(SFUc) =

{
True if e = eFUc

qd
1(SFUc) otherwise

The readout mapsλo andλi are defined as follows;λi(q, ed) =
ei,PL andλo(q, ed) = eo,PL. The guard are defined as follows.

Φq,e ⊆ {x ∈ int X | hq,e(x) = 0}, ∀e ∈ (Ei ∪ Eo) \ {eo,PL, ei,PL},
Φq,eo,P L = Φq,ei,P L = ∅ andΦq,e1 ∩ Φq,e2 = ∅, ∀e1 6= e2 ∈ Ei

hq,eF Uc (x) =

{
(x3 −Tfo} if qc(cFU )
1 otherwise

hq,emin,P L (x) =

{
(x4 −Tpl,min) if ¬qd(Sr) and¬qd(SPL)
1 otherwise

hq,emax,P L (x) =

{
(x4 −Tpl,max) if ¬qd(SPL) andqd(Sr)
1 otherwise

hq,eNP IF (x) =

{
x1 − Fp if qd(SPL) and

((qc(SFD) or (qc(SFU ) and¬qd(SFUc))
1 otherwise

The initial stateh0 = (qc
0, q

d
0 , x0) is of the following form.

qc
0(X) = False, X ∈ Varc \ {SFD) andqc

0(SFD) = True

qd(Y ) = False,∀Y ∈ Vard andx0 = (0,Vmax, 0, 0)

Control requirements K = (Ei \ eNPIF )∗ ∪ (Ei \ eNPIF )ω.
Solution It is easy to see that Assumption A.1– A.3 and
Assumption 2 are satisfied forH. We can solve Problem 1 for
H and K above using the procedure outlined in§4. Notice
that H∆ is computable, andR(H) is finite. For the latter,
defineX0 = {(Cp,Vmax,Tfo,Tpl,max)}, and define the
map V : X → R as V (x1, x2, x3, x4) = (Cp − x1). It
follows from Proposition 1 thatV andX0 satisfy Theorem 4.
In Petreczky et al. (2008b) controllers were synthesized based
on an algorithm and a model related to the one presented above.

7. DISCUSSION AND CONCLUSIONS

We have presented a control problem for a class of hybrid
systems and we have proposed a solution based on computing
finite-state discrete-event abstraction of hybrid systems. We
believe that the results are relevant for practice. In fact, the
paper can be viewed as a theoretical foundation of Petreczky
et al. (2008b), where control problems arising in error-handling
of printers were investigated.

Future research includes extension of the results to other classes
of systems and the study of robustness and computational issues
such as rigorous decidability and computational complexity.
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